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Abstract

Edge detection is a ubiquitous technique in scientific computing. It is widely utilized
in content based video retrieval for the search of digital information in large datasets,
and also plays a critical role in the development of self-driving vehicles that need to
perform real-time feature detection. We present a high performance video segment-
ation framework that is able to find the main features of a video, and to follow their
trajectories. Initially, we evaluate the performance and solution quality of k-means
clustering algorithms, in order to ensure that it is a suitable choice for the application
at hand. Subsequently, a convolutional neural network is trained to label the obtained
clusters, thus enabling the extraction of the main features of the video. The process is
executed in parallel for each frame of the video, in order to reduce the overall runtime
of the routine.
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1 Introduction

Nowadays edge detection techniques have several applications. A content based video retrieval is widely
required for searching digital information in large databases, in order to improve text based retrieval sys-
tems [1]. It also has an important role in the development of self-driving vehicles, that need to perform a
real-time feature detection [2], and in the field of medicine, in the analysis of digital images of pathological
conditions, such as tumors [3].

Extracting the main features of a video is a crucial step in the process of image recognition. It facilitates
procedures such as pattern detection and classification [4], while extracting complete and clear features
from images can still be a challenging task in computer vision [5].

The focus of this work is to find the main features of a video and to be able to follow their trajectories.
In particular, we will analyze single video frames using edge detection, which is an image segmentation
technique.

There exist a plethora of clustering algorithms that perform efficient image segmentation, which is a
fundamental step in feature extraction [6]. Clustering algorithms used for this purpose are k-means, that
can be improved using a subtractive clustering algorithm, which generates the initial centroid based on the
potential value of the data points [7], but also a DP clustering algorithm that can directly give the number
of clusters based on graph generated by the image [8], and non parametric clustering algorithms [9].

In this work we present an efficient approach to the video segmentation problem. It is focused on the
selection of fast, inexpensive techniques that, when combined, lead to remarkable results comparable to
those generated by more sophisticated algorithms.

The organization of the rest of the paper is illustrated in Figure 1. The first task to be completed is the
application of the k-means clustering algorithm to the video, previously subdivided into frames. The goal
is to be able to identify the main features among other secondary objects and obtain isolated clusters for
each of them.
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Figure 1: Workflow: extraction of the main components from the original frames.

The next step consists in being able to distinguish between the clusters that contain the main items of
the video and those that enclose noisy components. In order to do that, we are going to use a convolutional
neural network that is going to label all the generated clusters, identifying the ones that will be processed
in the later stages.

Each cluster classified as a main component of the frame is then exposed to an algorithm that identifies
all the connected components. The goal we want to reach is the partition of the cluster into its individual
items.

The final step consists in reducing the overall runtime of the routine, a task that is accomplished by
executing the whole process in parallel for a suitable number of frames, depending on the number of pro-
cessors available in the machine. The characteristics and the mathematical details behind the k-means
algorithm, convolutional neural network, connected components, and multiprocessing are contained in
section 2, while the results obtained by means of the application of previously listed methods are discussed
in section 3.

2 Algorithms and Mathematical Background

In order to apply the algorithms and adapt them to a specific problem it is fundamental to fully under-
stand all the theoretical and mathematical concepts characterizing their process. For this reason, before
proceeding with the discussion and visualisation of the video segmentation framework results, in this sec-
tion is presented the theoretical background of the methods used.

2.1 k-means Clustering Algorithm

In image segmentation, k-means is one of the most popular clustering algorithms. It is intuitive, easy
to implement, and converges monotonically. In spite of this, k-means also presents some drawbacks such
as the fact that the number of clusters has to be known a priori and different initial seeds can give rise to
different outputs, because of the randomness of the initial component [10].

The algorithm uses an iterative approach, as represented in Figure 2 and formalized in Algorithm 1.
Starting from an initial set of random centroids, at each iteration it generates the clusters by minimizing
the distance between each point and the centroids, based on a given proximity measure. Convergence is
achieved when points are no longer interchanged between the clusters.

Figure 2: iterations of k-means clustering algorithm applied to a group of datapoints (a) from initial random centroids
(b) to final clusters (h). We can observe how the center of mass is moving around, the points are assigned to clusters,
and the centroids are updated in (c)–(g).
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Algorithm 1 k-means clustering.

1: procedure k-MEANS

2: Choose K random points as initial centroids
3: while not converged do
4: Assemble K clusters by minimizing the distance between each point and centroids
5: Compute new centroids
6: end while
7: end procedure

The ultimate goal of the algorithm is to partition N initial data points into k clusters. Given the dataset
{x1, x2, . . . , xN } we want to obtain a previously provided number k of clusters denoted {C1, C2, . . . , CK }. The
objective function usually employed by k-means is the sum of squared errors, denoted as SSE. The aim is
to minimize SSE for a given set of centroids ck [11].

k-means can be formalized mathematically as follows:

SS E (C ) =
K
∑

k=1

∑

xi∈Ck

‖xi − ck‖2,

ck =

∑

xi∈Ck

xi

|Ck |
.

Different proximity measures can be used when the k-means algorithm is applied. The most popu-
lar one is the Euclidean distance metric. However in the particular case of this application the distance
between the pixels is computed considering their color in RGB format. This means that the data point xi

will be represented by a three-dimensional array, whose elements will correspond to the R, G, and B com-
ponents of the color.

2.2 Connected Components

Connected components is a viable alternative to more common clustering algorithms, like k-means. In
order to understand how the algorithm works it is necessary to introduce some concepts of graph theory.

A graph G = (V , E ) is a set of elements v ∈ V called vertices or nodes and a set of e ∈ E , the edges con-
necting the nodes. A path is a sequence of edges and vertices where each subsequent vertices are adjacent
to each other and neither edges nor vertices are repeated [12]. A connected component of an undirected
graph (i.e. all edges are bidirectional) is a subgraph where each two nodes are joined together by a path
and at the same time there is no connection with other nodes in the graph. Connected components is an
algorithm that applies concepts of graph theory in order to identify those sets of nodes that are considered
similar based on a given heuristic. In particular, two nodes are considered part of the same connected
component if there is a path between them, as represented in Figure 3.

Figure 3: An example of identification of 3 connected components in a graph with the connected components al-
gorithm.

Identifying connected components could be a very useful tool if we want to isolate clusters in a set of
items. The application of this algorithm on images will consider each pixel as one node of the graph. The
metric used to evaluate the connection between two nodes is based on the color of the pixels. A weighted
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alternative of the algorithm can also be considered. It recognizes two pixels in the same connected com-
ponent if their distance in terms of colosr is above a certain threshold.

2.3 Convolutional Neural Network

A convolutional neural network is a deep learning algorithm that is usually applied in image processing
[13]. Over the years, using convolutional neural networks has become the standard approach when it comes
to image classification because of their speed and accuracy. Like other neural network models, it consists
of an input layer and an output layer, with several hidden layers in between. The hidden layers of a con-
volutional neural network are usually convolutional layers, max-pooling layers, followed by some common
fully connected layers.

The goal of the convolutional layer is to reduce the input size while maintaining the spatial relations of
the pixels in the image. A convolutional layer takes as input a tensor, usually of shape batch size× channels
× height ×width, and a kernel. The number of channels depends on the characteristics of the image: usu-
ally, taking into consideration the color, there are three channels that correspond to the three RGB values.
On the other side, kernels define the output size of the layer and how the input image is processed. They
can have different sizes and apply different functions to the pixels, depending on how they are defined.

For example as shown in Figure 4, considering a 3 × 3 kernel, a mask of the same dimension scans over
the whole input image, pixel by pixel, computing the value in the centre with a weighted sum of all the pixels
in the mask. The weights are defined by the selected kernel.

Figure 4: A visual example of a convolutional layer with a 3×3 kernel [14].

After the application of the convolutional layer, the goal of the pooling layer is to further reduce the
input size. However, it is a lossy layer, meaning that it will not conserve all the information given by the
input. It usually divides the image in many 2×2 groups of pixels and substitutes for each of them a single
pixel, the one with the maximum value. This halves the size of the image, as can be seen in Figure 5.

Figure 5: A visual representation of a max-pooling layer.

The final step that leads to the classification is performed by a certain number of fully connected layers.
As the name suggests, they are layers where each neuron is connected to all the neurons of the previous and
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the next layer. Each neuron carries a weight that is multiplied by the input, which is determined by the sum
of all the incoming nodes. It results in an affine transformation of the input X that can be mathematically
formalized as

Y = X ∗W + b ,

where Y is the output, W is the matrix containing the neuron weights, and b is a constant value used to
shift the result of the computation, called bias.

2.4 Multiprocessor Parallelization

Multiprocessors refers to the use of two or more CPUs (central processing units) contained in a single
computer system that supports the execution of threads collaborating on a single task. The coordination
and the usage of the single processors is controlled by the same operating system and all the processors
share the same main memory by means of a shared address space.

The usage of multiple processors instead of one presents several advantages. One of the most important
ones is the increase of the throughput, which means that more work can be executed and completed in
a unit time. However, an important drawback could be the cost of the communication among different
processors. For this reason the parallelization of a program with multiprocessing is particularly convenient
if the tasks are independent of each other.

Figure 6: Structure of a centralized shared-memory multiprocessor [15].

3 Results and Discussion

This section presents, step by step, the results of the high performance video segmentation framework,
obtained by applying the methods previously discussed to a specific case. The way the algorithms are ad-
apted and manipulated in order to fit the test case is also examined.

3.1 Test Case

The specific video we are considering represents a clip of a billiard game with a duration of about 2
minutes, filmed with a static camera. The video subdivided into frames generates 3582 images, some ex-
amples of which are shown in Figure 7. Each frame has dimension of 1280×720, for a total of 921,600 pixels.

Figure 7: Examples of frames extracted from 5 different moments of the footage.

In the video there are two teams represented by red and yellow balls; the aim of the application is to
separate and identify the members of each team. The final goal is to reassemble the video with only its
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main features, represented by the single balls and display a counter to keep track of each team’s members
left on the table.

3.2 Video Feature Extraction

We hereby suggest an effective approach to perform video feature extraction. All the methods described
are applied to all the single frames of the clip, but for the sake of brevity only one example will be presented.

Once the frames are extracted from the video by means of the OpenCV library for Python, the k-means
algorithm is applied to them for the first time in order to separate the main features from those of less
interest. However, before applying the clustering algorithm to the frames it is convenient to get rid of the
possible influence of the secondary objects. For this purpose the background will be set to black on each
frame before proceeding with the analysis.

The clustering algorithm is performed using the function kmeans from the OpenCV library. The main
parameters given in input are the vectorized image, the number of clusters, the termination criteria, and
the flag specifying how the initial centroids are chosen. The image is transformed into a number of pixels×3
array containing the RGB values; the number of clusters is set to 5 because the initial idea was to identify
red balls, yellow balls, white ball, table, and background. In Figure 8 it can be observed how the algorithm
divides the image into its main components based on the color; the result is not exactly as expected.

Figure 8: The clusters resulting from the first application of the k-means algorithm.

As previously stated, the result wanted from the application of the k-means algorithm was the separation
of the members of each team into two different clusters. However, it is easy to notice that this task has
not been accomplished in the previous step. In spite of this, we have obtained a cluster that contains the
member of the two teams, i.e. cluster number 3, and a second application of the k-means algorithm can
give rise to the division of the teams into two different clusters.

Since there is no way to know in which order the clusters will be generated and therefore it is impossible
to identify the cluster that contains the teams, the k-means clustering will be applied for the second time
to all the resulting frames from the previous step. As before, the algorithm generates 5 clusters from each
input, identifying the two teams and removing the noise, as represented in Figure 9.

From the double application of the k-means algorithm we obtain 25 clusters; the next goal will be to
identify which of them contain the main features, i.e., the two teams.

In order to achieve this result we have used a convolutional neural network, trained to classify a cluster as
yellow team, red team, or noise. The training is performed based on a set of 500 frames classified manually.
The precision achieved is over 99%.

Once the two teams have been identified and labeled by the convolutional neural network, the next
goal is to identify each member of the two teams, separating them, as can be observed in Figure 10, by
applying the connected components algorithm. This will allow us to keep track of the trajectory of every
single member and identify the number of balls present on the billiard table.
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Figure 9: The clusters resulting from the second application of the k-means algorithm to Cluster 3 from Figure 8.

The connected component clustering is performed by the SciPy library that employs a Gaussian filter
and a function that labels features in an array based on a threshold that in this particular case was set to 50.

Once the connected components are identified the frame is reassembled, as shown in Figure 11.
After this procedure is applied to each frame, the final video is reassembled with only the members of

the two teams, displaying the balls counter, as visualized in Figure 12.

3.3 Parallelization and Scalability

All the processes explained until now, applied to a single frame, take about 94 seconds to execute on a
MacBook Pro with a 2.2 GHz Intel Core i7 processor and a memory of 16 GB 2400 MHz DDR4. So, to run the
feature extraction techniques on all the frames on this machine would require 336,708 seconds, i.e., almost
94 hours. For this reason, the framework has been parallelized and can be run on multiple processors, due
to the independence of the frames. For these simulations, the ICS cluster that is composed of 42 nodes is
used. Our application is run on regular nodes, with 2 CPUs Intel Xeon E5-2650 v3 @ 2.30 GHz, 20 cores and
a RAM of 64 GB DDR4 @ 2133 MHz each.

In order to show the scalability of the video segmentation framework, it is run on 1, 2, 4, 8, and 16 nodes.
It can be observed in Figure 13 that by increasing the number of nodes the execution time reduces signific-
antly and almost ideally, i.e., doubling the number of cores for which the execution time halves. Because of
the limited resources, the point of saturation, i.e., where the program has no more improvement in execu-
tion time increasing the number of nodes, could not be shown.

4 Conclusion and Future Work

The presented work is an efficient approach to the video segmentation problem. It is based on the em-
ployment of fast and inexpensive techniques that successfully identify the critical components of a video.

The main steps characterizing the high performance video segmentation framework are

(i) the double application of the k-means algorithm to the frames of a video,

(ii) the classification of the resulting clusters into three groups (i.e. yellow team, red team, and noise),

(iii) the application of the connected components clustering algorithm to identify the single members of
each team,

(iv) and, finally, the reassembly of the video with only its main features (the two teams).
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Figure 10: The clusters resulting from the application of the connected components algorithm applied to Cluster 3 of
Figure 9.

Experimental results show that the method proposed leads to an efficient identification and feature ex-
traction of the main objects in a video. The application is computationally inexpensive but could require
a long execution time in the case of long videos that generate thousands of frames. This issue can be eas-
ily overcome by the fact that when the program is executed on multiple processors it has an almost ideal
scalability that significantly reduces the runtime.

Future work could develop in different directions. A first option for a further evolution could be the
employment of more powerful clustering algorithm such as spectral clustering, in order to improve the
quality of the clusters obtained. In another possible development, the framework can be manipulated and
adapted in order to fit different test cases; possible applications could be various types of sports and the
identification of potential obstructive objects in autonomous vehicles.
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Figure 11: The reassembled frame with counter.

Figure 12: The reassembled frame with counter.
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